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ABSTRACT
Wide adoption of Internet of Things (IoT) devices and applications
encounters security vulnerabilities as roadblocks. The heteroge-
neous nature of IoT systems prevents common benchmarks, such
as the NSL-KDD dataset, from being used to test and verify the per-
formance of different Network Intrusion Detection Systems (NIDS).
In order to bridge this gap, in this paper, we examine specific at-
tacks in the NSL-KDD dataset that can impact sensor nodes and
networks in IoT settings. Furthermore, in order to detect the in-
troduced attacks, we study eleven machine learning algorithms
and report the results. Through numerical analysis, we show that
tree-based methods and ensemble methods outperform the rest of
the studied machine learning methods. Among the supervised algo-
rithms, XGBoost ranks the first with 97% accuracy, 90.5% Matthews
correlation coefficient (MCC), and 99.6% Area Under the Curve
(AUC) performance. Moreover, a notable research finding of this
study is that the Expectation-Maximization (EM) algorithm, which
is an unsupervised method, also performs reasonably well in the
detection of the attacks in the NSL-KDD dataset and outperforms
the accuracy of the Naïve Bayes classifier by 22.0% .

CCS CONCEPTS
•Computingmethodologies→Machine learning algorithms;
• Networks→Mobile ad hoc networks; • Computer systems
organization → Sensor networks; • Security and privacy →
Intrusion detection systems; Denial-of-service attacks.
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1 INTRODUCTION
Due to rising cybercrime incidents (such as seizing control of in-
dustry hardware and smart lights, or recording videos of personal
locations), security of Internet of Things (IoT) systems has gained
attention in recent years [2]. Several researchers have tackled the
applicability of machine learning (ML) algorithms to detect security
breaches and attacks on IoT networks. The study in [25] presents a
comprehensive survey of ML algorithms for IoT security. Due to
the lack of IoT intrusion datasets, a common strategy used in many
studies is to use off-the-shelf datasets to inject malicious traffic into
IoT networks [18] where the NSL-KDD dataset is directly used to
test proposed Intrusion Detection System (IDS). Nonetheless, it is
not viable to use a trained model to detect attack patterns in an
IoT setting since regular traffic characteristics and attack patterns
in IoT networks differ from those in Ethernet-based networks. Re-
searchers explore the available ML algorithms to detect network
intrusion datasets in a non-IoT context, and implement routing
attacks in IoT environments. However, well-known attacks like
DoS and probe still threaten IoT networks.

Contiki-NG is an open source operating system for resource
limited devices. It offers the cross-platform benefits, and supports
low power communication standards, such as IPv6/ 6LoWPAN,
6TiSCH, RPL, and CoAP. Contiki-NG provides multithreading and
optional preemptive multithreading based on protothreads to en-
hance resource allocation [7]. One of the major contributions of this
paper is to examine Contiki-NG when facing attacks from an open
benchmark such as NSL-KDD. Thus, UDP, TCP/IP, and 6LOWPAN
are carefully investigated to find the exact source that causes the
vulnerabilities. The Contiki-NG operating system also provides a
simulator called Cooja to help researchers simulate devices and net-
works, reducing the time and financial cost of experiments. Cooja
supports simulation including MAC, network, and application layer
protocols, and integration with external tools to provide additional
information, such as battery consumption, network interference,
and network topologies. This work utilizes Cooja analyzer to collect
packet information and PCAP files on a Contiki-NG-based network.

Based on the observations above, we investigate the vulnerabili-
ties in Contiki-NG operating systems in IoT networks, and intro-
duce attack types in the NSL-KDD dataset into a Contiki-NG-based
IoT network. In this paper, our methodology is as follows: 1)Intro-
duce possible attacks in the NSL-KDD dataset to the Contiki-NG
operating system for IoT nodes; 2) Analyze the vulnerabilities of
the Contiki-NG operating system when facing these attacks;3) Gen-
erate an IoT network intrusion dataset; 4) Implement an ML-based
IDS on the generated intrusion dataset, and analyze the perfor-
mance of various ML techniques. We study the performance of
multiple ML algorithms by training and testing on the dataset in
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terms of accuracy, Area Under the Curve (AUC), and Matthews
Correlation Coefficient (MCC) metrics. Through numerical analysis,
we show that tree-based methods achieve more than 97% accuracy,
among which XGBoost ranks the first by outperforming its competi-
tors. Furthermore, among the clustering algorithms, Expectation
Maximization (EM) achieves the highest accuracy.

2 BACKGROUND AND RELATEDWORK
2.1 Current IoT Intrusion Datasets
Fu et al. [20] report the challenges in obtaining IoT intrusion de-
tection datasets. In addition to the heterogeneous structures in
IoT networks, the large scale deployment and distributed topology
characteristics of IoT environments also challenge the existing cen-
tralized IDS techniques [17]. Due to the lack of public intrusion
datasets or benchmarks such as the NSL-KDD dataset, researchers
have to set up their unique network topology and generate attacks
on it. Some researchers also insert attack records in regular traf-
fic records. Pajaouh, et al. [18] apply the proposed IDS directly
on the NSL-KDD dataset. Elike et al. [10] experiment with their
IDS on their own IoT network, which contains five nodes, to sim-
ulate DDoS attacks. Fu et al. [20] employ Intel-Lab datasets and
manually append some records for attacks. Mahmudul et al. [9]
leverage Distributed Smart Space Orchestration System (DS2OS)
traffic traces; DS2OS is a middleware for storage and brokerage
of the state context. In that study, several attacks are also intro-
duced to the environment manually. In [28], Zhang et al. employ
Cooja, a Contiki simulator, to generate Distributed Denial of Ser-
vice (DDoS) attacks and defend by checking consistency. To tackle
the heterogeneous attribute of IoT networks, Nadun et al.[19] pro-
pose a framework allowing researchers to build their own intrusion
dataset by inputting the network packet traffic as raw PACP files.
Koroniotis et al. [15] simulate normal traffic using the MQTT proto-
col in Ubuntu virtual machines, and apply Kali (a operating system
designed for penetration testing) to generate BotNet attacks. Argus
and Bro-IDS are further used by the authors to extract features.
Finally the dataset is fed into three ML algorithms: SVM, Recurrent
Neural Network(RNN), and Long Short Term Memory network
(LSTM). Gara et al. [8] utilize Cooja as a simulator and simulate the
black-hole and gray-hole attacks targeting 6LoWPAN protocols. In-
stead of using ML algorithms, the authors propose threshold-based
solutions to detect such attacks. Sagduyu et al. [21], implement DoS,
spectrum poisoning attack, and priority violation attack through
adversarial ML algorithms that build on Feed Forward Networks
(FFN) to monitor the wireless channel.

Traditional threats like DoS and Probe used in NSL-KDD still
threaten the IoT networks, and the current literature: 1) explores
the feasibility of ML algorithms under network intrusions datasets
that are tailored for non-IoT context, and/or 2) introduces attacks
targeting routing protocols in IoT environments. Based on this
observations, this paper integrates the conventional attacks in NSL-
KDD dataset into an IoT environment, and validates the efficiency
of various ML algorithms in this dataset.

2.2 NSL-KDD Dataset
The NSL-KDD dataset has been widely used in numerous studies
to validate Network IDS (NIDS) systems and ML algorithms. Four

different attack types are present in the NSL-KDD dataset includ-
ing Denial of Service (DoS), Remote to Local (R2L), User to Root
(U2R), and Probe attacks. Further attack techniques are used under
these four categories. Features in NSL-KDD offer rich information
to identify the malicious traffic. For instance, essential features
are extracted from the headers of packets revealing the necessary
information of packets, content features hold the information of
payloads, time-based features offer the analysis of the traffic input
over two seconds, and host-based features analyze the behaviour
over a series of connections established.

The most commonly used protocols in WSNs are IPv6, TCP, and
UDP, whereas protocols such as FTP, mail, SNMP, ARP, and XTerm
are not usually seen inWSN environments. Moreover, some of these
attacks are designed specially to target Windows and Linux Operat-
ing Systems. Thus, these attacks may not be suitable when they are
introduced to constrained systems like TinyOS or Contiki-NG. It is
particularly worth noting that R2L and U2R are not in the scope of
this study since we particularly focus on network layer protocols
where user involvement such as login and elevating privileges is
not present. More specifically, DoS and probe attacks are the most
practical to introduce and test on resource limited devices. Based on
these observations, we introduce these types of attack into the sim-
ulated environment while multiple ML algorithms are integrated
with the IDS to explore their ability to detect these attacks.

3 METHODOLOGY
3.1 IoT Setting Under Study
The architecture of an IoT network used in this paper consists of
a group of sensors monitoring a physical environment and aggre-
gating the sensed data for the sink node or gateway. The sink node
further delivers the collected data to the cloud servers or to users
via a LAN. Since sensors are distributed randomly in the field [22],
they are prone to illegitimate access to view and modify the legiti-
mate nodes in the network, or to introduce malicious nodes to the
network. Hence, identifying the malicious nodes and classifying
the attack types are of paramount importance. Several researchers
have studied the possible attacks targeting the RPL protocol, such as
blackhole, gray hole, and warm hole, and proposed ML-based detec-
tion of these attacks [1]; however, the implementation of 6LoWPAN
is still vulnerable to the traditional attacks such as those mentioned
in KDD99 or NSL-KDD. With this in mind, we introduce possible
network layer attacks in the NSL-KDD dataset to the Contiki-NG-
based IoT network, and study the effectiveness of ML algorithms
in terms of their classification performance under the NSL-KDD
dataset. Below are the attacks considered here:
• SynFlood: Malicious nodes keep sending TCP packets with SYN

flag creating multiple connections to drain the resources of
other nodes [11].

• Land: Similar to SynFlood, but source and destination addresses
are set as the target node leading the victims to establish
TCP connections to themselves [24].

• UDP Flood: Malicious nodes randomly send UDP packets to
victims, draining their bandwidth and having them send
"ICMP port unreachable" messages [12].

• Ping of Death (PoD): PoD is to deliver oversized payload ping
requests to victim nodes to cause buffer overflow [26].
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• Smurf: Malicious nodes broadcast ping requests, setting the
source as the victim and leading other nodes to be involved
in a flood of ping reply messages to the victims [27].

• IP sweeping: Malicious nodes discover active IP addresses by
ping requests and enumerating addresses [13].

• Port sweeping: Malicious nodes scan the open TCP and/or UDP
ports to attack victims [13].

3.2 ML-Integrated Intrusion Detection
Several researchers have studied various ML algorithms on network
intrusion detection systems [23]. This study differs from the related
work in many ways (as stated earlier), including the type of attacks
and the variety of ML algorithms integrated with the IDS system.
Eleven ML algorithms are employed, including both supervised and
unsupervised ML algorithms. The detection mechanism used in this
paper takes the dataset as the input and splits the dataset according
to a k-fold (k=10) cross-validation approach to keep the results
stable and unbiased. Both training and test datasets are fed into
various ML algorithms, and finally multiple evaluation metrics are
measured for performance evaluation. The classification methods
we test are briefly explained below:
• Decision Tree (DT) – A decision tree establishes a tree-like

model of decisions in the form of if-else rules. [3]
• XGBoost – This is an ensemble learning method with fast train-

ing speed and high accuracy. XGBoost is based on DTs, and
it leverages gradient boosting and tree-pruning [4].

• Bagging Tree – This refers to training multiple weak learners
in parallel and aggregating the results in a certain way to
avoid overfitting in order to obtain improved results [16].

• Random Forest (RF) – An RF combines multiple DTs and se-
lects a subset of training samples and part of the features to
prevent overfitting; it finally vote for the best result [16].

• Bayes Net – This is a probabilistic graphical model-based tech-
nique that builds on Bayesian inference [14].

• Support Vector Machine (SVM) – SVM can effectively handle
high-dimensional datasets, including the situations where
samples are outnumbered by the dimensions [3] .

• Naïve Bayes – This is a probabilistic approach that builds on
Bayes theorem with the assumption of fully independent
features [14].

• AdaBoost - This is an ensemble method that can perform over-
sampling to address the class imbalance problem [16].

In addition to the supervised techniques, clustering (unsuper-
vised) algorithms are also investigated as summarized below:
• Expectation Maximization (EM) – The EM algorithm alter-

nates between performing an expectation (E) step and a
maximization (M) step to estimate the hidden variables [29].

• DBSCAN – This clusters the dataset according to density and
is able to find outliers [6].

• K-Means – This aims to obtain 𝑘 clusters out of n data points
where each data point is placed in the cluster with the closest
mean [6].

4 EXPERIMENTS AND RESULTS
In the simulations, with the settings presented in Table 1, we first
implement regular traffic by randomly distributing legitimate nodes.

Table 1: IoT Network Node Types

Node Type Num Description

Sink Node 1 Aggregates network traffic and
can receives UDP and TCP taffics

Sensor Node (TCP) 10
Simulated as sensor node
used for collecting environmental and
transfer data via TCP protocol

Sensor Node (UDP) 10 Transfer data via UDP protocol

Malicious Node 1 Simulates the attacker
that launches different attacks

Three different kinds of legitimate nodes exist in the simulation:
nodes with the UDP protocol; nodes with the TCP protocol; and
a sink node which serves as a TCP and UDP server. To simulate
realistic WSN traffic, each node randomly sends data with data size
that varies according to the TCP and UDP protocols; these nodes are
deployed in random locations. Network packets are collected at the
sink node by filtering the IP and MAC address. Seven attacks in the
NSL-KDD dataset (as also mentioned in Section 3) are implemented
in Contiki-NG. Upon the collection of packets, PCAP files are fed
into a feature extractor in order to form the intrusion dataset 1.

4.1 Attack Types
We implement seven types of attack techniques from the NSL-
KDD dataset, i.e., SynFlood (Neptune), Land, UDP flood, Ping of
Death (PoD), and Smurf. Other attacks in the NSL-KDD dataset
target the mail protocol, Apache server and Linux systems, such as
Mailbomb, Apache2, and Process table. These protocols or tools are
not applicable to the Contiki-NG operating system since Contiki-
NG is used in resource constrained devices. We further label the
dataset according to the MAC address and timestamps. Injection of
attacks into the Contiki-NG network is explained below:
• Syn Flood – Since Contiki-NG does not provide interfaces to

send TCP packets with SYN flag without creating a con-
nection, we directly create IP packets from scratch and send
them to the MAC layer protocol. It is worth noting that when
the checksum is calculated, the prefix of the IPv6 address
is 0xFE80 instead of 0x0000; therefore, using Wireshark for
packet analysis will result in several checksum errors. After
Syn Flood is introduced into the Contiki-NG network, the
sink node keeps sending SynAck to respond to the messages,
draining its resource.

• Land – As a special Syn Flood attack with identical source and
destination IP address in the Contiki-NG system, a Land
attack aims to have a node send packets to itself and directly
forward these packets to the TCP/IP buffer instead of de-
livering them to the MAC layer and sending them through
wireless channels. Thereby, theoretically, 6LOWPAN could
prevent a Land attack by detecting such a situation where
the MAC layer delivers a packet with the same source and
destination IP address, leaving no chance for such attacks to
succeed. This can be observed by monitoring the log of the
sink node.

1Attack traces are available: http://nextconlab.academy/contikingdata.html
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• UDP Flood – Unlike a TCP connection, UDP packets do not
receive N/ACK from destination nodes. If the destination
receives a UDP packet with a closed port, it responds with
an unreachable port message (ICMPv6) to the source node.
Therefore, in the experiment, UDP packets are sent with
random source and destination ports to the sink node, and
the sink node responds with ICMPv6 packets immediately.
In Contiki-NG, if a source node keeps sending packets with
random ports using their UDP interfaces, Contiki-NG refuses
to send UDP packets after a few iterations. Hence, in the
design of the attack, flooding is performed by generating IP
packets and delivering them to the MAC layer. Meanwhile,
by doing so, the speed of the flood can be controlled as well.

• Ping of Death (PoD) – Contiki-NG checks the size of every
message received from a lower layer to prevent buffer over-
flow. Thus, PoD cannot paralyze or destabilize the sink node
but since the sink node will still respond to the ping requests,
PoD can be considered as a regular ping flood attack.

• Smurf – Smurf is another attack based on ICMPv6, which sends
a Ping Request with a broadcast address as the destination
and target address as the source IP address. In the simulator,
all the nodes send a ping reply to the sink node, blocking
other communication.

• IP Sweeping – Probes are utilized by adversaries to discover
victim IP addresses and ports. In this study, we introduce
IP sweeping, TCP port scanning, and UDP port scanning
to perform probe attacks. IP sweeping is implemented by
iterating on IP addresses while sending ping requests and
recording replies.

• Port Scan – In TCP port scan, upon completion of the three-
way TCP handshake, if the attacker node receives connected
events from Contiki-NG, it records the port number. In UDP
port scan, if a node sends UDP packets to a closed port, an
unreachable port message is replied back by the destination
node. Through ICMPv6 events, open ports can be inferred.

4.2 Feature Extraction
The network intrusion dataset creator [19] is utilized to create our
dataset. To reduce communication energy, Contiki-NG utilizes the
6LoWPAN protocol at an adaptive layer to compress the length
of IP packets as the LibPCAP library does not support the 6LoW-
PAN protocol. On the other hand, although the Network Intrusion
Dataset Creator is also designed for the IPv4 system, it can analyze
network packets by using TShark as a backbone, which can also
analyze 6LoWPAN protocols. To make it suitable for IPv6, ICMPv6,
and 6LoWPAN protocols, we modify the feature extraction module
and add more features related to the ICMPv6 protocol, IP address,
and MAC address. Finally, twenty-eight features are extracted from
the network flow, and each entry also has a label denoting the the
type of the attack introduced through the corresponding packets.
The extracted features can be categorized as follows:

• Frame Info – The total physical frame length of TCP, UDP,
ARP, and ICMPv6 packets, and the number of packets.

Figure 1: Dataset Distribution

Table 2: Accuracy, Precision, Recall and F-Scores

Accuracy Precision Recall F Score
RF 0.966 0.969 0.967 0.968
DT 0.966 0.969 0.967 0.968
Bagging 0.967 0.969 0.967 0.968
SVM 0.957 0.948 0.957 0.951
NB 0.452 0.904 0.452 0.545
BN 0.882 0.944 0.882 0.902
AdaBoost 0.740 0.663 0.740 0.646
XGBoost 0.970 0.970 0.968 0.968

• IP Layer Info – The total IP frame length of TCP, UDP, ARP, and
ICMPv6 packets, the number of connection pairs, the num-
ber of ICMPv6 types, and the number of ARP and ICMPv6
packets.

• IP Address Info –Whether the source and the destination have
the same IP address, and whether the IP address is consistent
with MAC address.

• Transport Layer Info – The total frame length of TCP, UDP,
and the number of ports used in both TCP and UDP packets.

• Application Layer Info – The number of SSL, HTTP, FTP,
SSH, SMTP, DHCP, and DNS packets.

To better understand the generated dataset, we present a break-
down of the packets in the Contiki-NG network in Fig 1. Since most
of the time (24 hours) the nodes in the simulator send regular traffic
to the sink node, the normal packets form the majority class. Due to
the limitation of the hardware and simulator, each DoS attack only
runs for 5 minutes. In the simulation, we also implement IP sweep
and port scan, but the available IP address is obtained alongside
the open port number, so such attacks will be blocked. Hence the
sample size of probe attacks is negligible, especially for IP sweep.
Since the generated dataset is significantly imbalanced, techniques
and comparison metrics that can handle imbalanced datasets are
used to train and evaluate the results.
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Table 3: TP, RF, MCC, and AUC of ML Algorithms

TP Rate FP Rate MCC AUC
RF 0.966 0.046 0.903 0.995
DT 0.966 0.048 0.903 0.993
Bagging 0.967 0.048 0.904 0.995
SVM 0.957 0.072 0.865 0.942
NB 0.452 0.028 0.407 0.888
BN 0.882 0.006 0.789 0.985
AdaBoost 0.740 0.065 0.038 0.604
XGBoost 0.970 0.046 0.905 0.996

4.3 ML Algorithms to Classify Intrusions
We employ the following ML algorithms to classify and cluster
intrusions: AdaBoost, Random Forest, Decision Tree, Bagging, XG-
Boost, SVMwith RBF kernel, Naïve Bayes, Bayes Network, KMeans,
and DBSCAN. For supervised methods, accuracy, true positive rate
(TP), false positive rate (FP), precision, recall, F measure, Matthews
correlation coefficient (MCC), and Receiver Operating Character-
istics area under the curve (AUC) are used. MCC is calculated as

𝑇𝑃×𝑇𝑁−𝐹𝑃×𝐹𝑁√
(𝑇𝑃+𝐹𝑃 )×(𝑇𝑃+𝐹𝑁 )×(𝑇𝑁+𝐹𝑃 )×(𝑇𝑁+𝐹𝑁 )

, and is a useful ML algo-
rithm metric especially for imbalanced datasets, which results in
more meaningful results than F score [5] in such settings as it
considers the proportion of the classes inside the confusion matrix.

As for the unsupervised methods, we simply use accuracy to
present the result, since the results of clustering algorithms still
need to be enhanced. As mentioned earlier, the generated dataset
is imbalanced; hence accuracy itself is not enough to represent the
performance, while F measure, MCC, and ROC area can better show
the results of these ML algorithms. All the results of supervised
methods discussed in this paper use ten fold cross-validation to
generate the final performance values.

Performance results of classification algorithms are listed in Ta-
ble 2 and Table 3. Initially, Adaboost and RUSBoost were selected
as strong ensemble methods to operate with imbalanced data. How-
ever, as shown in Table 2 and 3 the performance of these algorithms
is not strong enough; in particular, the RUSBoost underperforms
compared to AdaBoost. Therefore, only AdaBoost performance is
shown in the performance results. Other ensemble methods are also
tested such as Bagging, Random Forest (RF), and Extreme Gradient
Boosting (XGBoost), among which XGBoost outperforms the others
in terms of all performance metrics. RF and Bagging techniques
almost have identical performance, which is slightly higher than
that of a single decision tree. Considering the limitation of nodes
in IoT or WSNs, (i.e., limited RAM, storage capability, and energy
resource), decision trees stand out as the best fit for an IoT environ-
ment. Furthermore, DT is highly explainable so manual tuning of
the trained model is also possible and suitable for specific use cases
in real-life. Last but not least, the performance of decision trees is
reasonably close to that of a more advanced method, XGBoost.

Different kernels of SVMs are tested and Radial Basis Function
(RBF) outperforms the other functions. However, the performance
of SVM with RBF is still outperformed by the tree-based methods.
Furthermore, SVM requires an extensive amount of time to train
and run. Naïve Bayes (NB) and Bayes Network (BN), due to their

Table 4: Performance of Unsupervised Algorithms

Accuracy Clusters Identified Classes

K-Means 0.496 6
Normal, Land, PoD,
SynFlood, UdpFlood,
Smurf

DBSCAN 0.511 4 Normal, Land, SynFlood

EM 0.672 4 Normal, Land, PoD,
UdpFlood

probabilistic nature, are not suitable for this problem, and perform
poorly as seen in the table.

This paper also utilizes unsupervised methods to validate their
performance and reports them in Table 4. Regardless of tuning
of the parameters, the performance of unsupervised methods is
limited. For K-Means, when the number of clusters is set to six, the
overall accuracy is 49.59%. Furthermore, when the parameters of
DBSCAN are set to eps=0.4 and minPts=6, its accuracy is 51.1%.
Expectation-Maximization (EM) stands out among the unsuper-
vised techniques, offering the best results among unsupervised
algorithms with 67.2% accuracy, which outperforms Naïve Bayes
and approaches the performance of AdaBoost. Although the un-
supervised methods underperform when compared to supervised
ML techniques such as the tree-based methods, they do not require
labels (which generally cannot be easily generated in real-life net-
works). In such a scenario, the EM algorithm can be considered as
a potential solution..

5 CONCLUSION AND FUTURE DIRECTIONS
In this paper, we introduce possible DoS and probe attacks in the
NSL-KDD dataset to an IoT network, specifically Routing Protocol
for Low-Power and Lossy Networks (RPL) and 6LoWPAN networks,
using the Contiki-NG operaing System. Moreover, the generated
dataset is fed into eleven ML algorithms to explore their ability
to classify different attacks. Tree-based methods and ensemble al-
gorithms such as XGBoost, Decision Trees (DTs), Bagging Trees,
and Random Forest perform well and achieve more than 96% ac-
curacy, whereas the remaining methods, Bayes Network, Naive
Bayes (NB), Adaboost, perform relatively poorly. Considering that
the IoT devices consist of resource constrained devices, DTs, as a
simple and highly explainable solution with high performance, is
concluded to be utilized in the sink node to detect DoS and probe
intrusions. Moreover, when unsupervised methods are utilized (EM,
DBSCAN, and K-Means), DBCAN and K-Means are outperformed
by EM while the EM algorithm outperforms NB by 22% in terms of
accuracy. Therefore, EM is concluded to be more suitable for the
NSL-KDD dataset and the Contiki-NG-based IoT scenario when it
is not possible to acquire the labels from the network traffic. There-
fore, tests under unsupervised methods are planned to be extended
to implement and test Hidden Markov Model, Gaussian Mixture
Model, and other EM-based algorithms.
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